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Abstract. In the present investigation, a genetic algorithm was developed with a 
support vector machine as an aptitude function. This algorithm has the purpose 
of searching vector sub-spaces of features that improve the authorship attribution. 
This method reduces dimensionality, improves classification, and identifies 
which are the most significant features to differentiate between authors. To 
determine the author, it is necessary to analyze linguistic features or textual 
features that allow us to find the author's writing style. In the experiments carried 
out, it is observed that the results obtained are satisfactory, where they proposed 
six types of samples, of which three were balanced and three were imbalanced, 
where the samples of size five improved the accuracy by 14.0%, in the sample of 
size 10 the accuracy is improved by 5.3% and in the sample size 10:20 the 
accuracy is improved by 6.15%. 

Keywords: Genetic algorithm, selection of features, support vector machine. 

1 Introduction 

At present, authorship analysis has become a major problem in many areas; among 
them, information retrieval, computational linguistics, and forensic linguistics. A great 
diversity of corpus has been created, covering different contexts such as; emails, 
journalistic notes, literary works, and social networks [1, 2, 3, 4, 5, 6]. The authorship 
attribution consists of identifying the author of a text within a set of candidates through 
their textual features that allow differentiating the writing style of an author [7, 8]. The 
computational problem of authorship attribution has been addressed mainly through the 
classification of texts [1, 8, 9, 10, 11]. 
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In [12], it is shown that every classification task tends to have many features that can 
be relevant, irrelevant, and redundant. Irrelevant and redundant features degrade the 
performance of a classifier. This is sensitive to the selection of its features. When 
making the selection of features, the performance of the classifier is optimized [13], 
[14]. The lexical features mainly used in authorship attribution are the bag of words 
and n-grams models. Others found within the lexicons are the original words and the 
empty words, the count of the length of the sentences or the number of words in the 
text, etc. [15, 16, 17, 18]. 

The main advantage of these features is domain and context independence except in 
languages such as Chinese. These types of features do not require any processing to 
obtain them or the application of pre-processing for their analysis. The selection of 
features is intended to eliminate irrelevant, redundant features. For the selection of 
features, filter methods (statistical) and wrapper methods (learning) have been 
implemented. This makes it possible to eliminate unnecessary features and improve the 
classification [19]. The filter method selects the features utilizing a relevance criterion. 
This criterion can be the measure of distance or dependence. 

The filter methods evaluate the features independently concerning the classes of the 
training set. The wrapper method selects subsets of features from a classifier. The 
criteria for selection are according to the learning algorithm, mainly search algorithms 
are implemented [19, 20, 21, 22]. When characterizing a text with the n-gram model, 
the dimensionality of the features is very high, within this set there are relevant, 
irrelevant, and redundant features [12]. 

To choose the relevant features of an author, a genetic algorithm was implemented 
as a method of selection of features, which has as its main objective the search for 
optimal vector subspaces, which allows improving the classification [23]. In the present 
investigation, they were obtained better results in three out of six samples and 
competitive results in the other samples compared with one of the works most 
referenced by the state of the art present in [11]. 

2 Related Works 

Genetic algorithms are considered meta-heuristic methods, which mimic the process of 
natural selection proposed by Darwin. These adaptive methods arise with the need to 
find solutions to problems in a complex search space. The individuals with the 
best performance will have the possibility of being selected to pass to the next 
generation and reproduce these are considered possible solutions to a particular 
problem [24, 25, 26, 27]. 

In the literature review, different works have been found for the selection of features, 
one of them is presented in [23], where they implement a genetic algorithm and the k-
closest neighbor’s classifier; select the most significant words (features) to improve 
accuracy in the authorship of science fiction texts. Where the dimensionality to be 
treated is lower compared to the analysis of n-grams at the character level. The corpus 
used consisted of 503 science fiction text files in English with 17 authors, using 350 for 
the training phase and 153 for validation. 

However, in the literature review for the text classification task, better results are 
observed by implementing a support vector machine. Another work is presented in [14], 
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where he implements a genetic algorithm with a support vector machine, used for the 
selection of the most significant features, applied to the detection of cancer with good 
results. The dimensionality of the features to be selected is lower and the classes are 
two (it has cancer and it does not have cancer), these considerably reduce the number 
of features obtaining good results with only nine features. 

The corpus consisted of 200 images for training and 77 for validation, the results 
obtained exceed 70% accuracy. The parameters used for his genetic algorithm were 
roulette selection, two-point crossing, Gaussian mutation, with a population of 100 
individuals, and 10 generations with a mutation probability of 0.01%. 

On the other hand, in [28] they implement a genetic algorithm for the selection of 
features, it mentions that an important part within the classification of texts is the 
selection of features, this type of problem seeks to optimize the process of selection of 
features, due to this need to implement a genetic algorithm, this type of method allows 
finding the best solutions to particular problems. 

In this work they implement a genetic algorithm that meets the following conditions; 
the set of features  chosen by the algorithm had to represent the category of texts, the 
aptitude of the individuals was evaluated individually to ensure optimal similarity 
between individuals, the dimension of the vector of features  had to be the smallest 
possible size, for its evaluation used cosine similarity metrics using an elitist selection 
operator, generating a random population of 100 individuals and 400 generations, with 
a mutation rate of 0.005%. 

The Corpus consisted of 1200 documents from the SOGU laboratory, of which 800 
were used for training and 400 for validation, taking into account 8 categories, the 
results obtained show that the genetic algorithm obtains an accuracy of 84.25%, this 
indicates that by using genetic algorithms for the selection of features, it is possible to 
select the representative ones without affecting the performance of the classifier, which 
in this case was Naïve Bayes. 

3 Method and Materials 

According to the literature review, in the present investigation, a genetic algorithm was 
developed with a support vector machine as an aptitude function that allows selecting 
the most significant features using the lexical features (model of n-grams at character 
level) applied to the authorship attribution task to improve the classification. As 
observed in the state of the art, the learning method that obtains the best results in the 
classification is the support vector machine [11, 29]. 

The feature selection method that has been implemented in particular for the C10 
corpus is the most frequent term filter method. This type of method selects the features 
according to a relevance measurement, this selection is carried out empirically. 
However, the wrapper methods do not perform the selection empirically, they consider 
the entire possible set of solutions. The best subsets of features are selected from 
supervised learning. 

The proposed method for the selection of features consists of the development of 
three stages. 

1. Development of a text classification method. 

2. Genetic algorithm for the selection of features. 
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3. Evaluation of the features obtained with the genetic algorithm. 

Text classification method: the method to be implemented consists of the following 
stages [31]:  

– Data acquisition: the data set used in this research is available on the PAN website 
(https://pan.webis.de/) this corpus is used for the detection of plagiarism and 
currently also the authorship identification. The C10 corpus is used for the task of 
authorship attribution in different works of literature. 

– Data analysis and labeling: In this stage, the features extraction process is carried 
out for each author's document. Later they are represented by the vector model. 

– Construction of features and weighting: Boolean or binary weighting assigns a 
value of one when the term is present and a zero in the absence of the value, 
assigning these values in the vector representation [31, 32]. 

– Selection and projection of features: In the implementation with the genetic 
algorithm no method of selection of features is used, and for the evaluation of the 
features those obtained by the genetic algorithm are used. 

– Training of a classification model: The learning method used is a support vector 
machine using a linear kernel, the parameter C equal to one. The support vector 
machine in the genetic algorithm is trained with the features of each of the authors, 
generating a model that allows an evaluation to be carried out. 

– Evaluation of the solution: The metric used is accuracy, it is defined in terms of 
true positives (TP), False positives (FP), True negatives (TN), and False negatives 
(FN) as shown below [29]. 

– Accuracy=
TP+TN

TP+TN+FP+FN
. 

3.1 Selection of Features with the Genetic Algorithm 

For the selection of features with the genetic algorithm, only the training documents 
are used, these are divided into a new set of training and validation, to be able to carry 
out the evaluation with the support vector machine. The representation used for 
individuals is a binary encoding, where when the value of the gene is one the feature is 
considered, on the other hand, if the value is zero it is discarded. 

Rewriting the documents with the features to be used so that the individual can be 
evaluated with the support vector machine using the accuracy metric to 
know the individual's aptitude. 

The operators used by the genetic algorithm are described below, these were 
determined according to the analysis presented in the experimentation section: 

Table 1. Genetic algorithm parameters. 

Poblation size Selection Cross Bitwise mutation Elitism 

100 individuals 
Deterministic 
Tournament 

Uniform at 
80% 

0.01% 3 
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3.2 Evaluation of the Features 

The evaluation was carried out on the set of features considered the most significant by 
the genetic algorithm, starting from the fittest individual. The process that is carried out 
for the evaluation is as follows: 

1. The training and validation documents are featured with the 3-gram model. 

2. Boolean weighting and vector representation are performed with the features 
selected by the genetic algorithm. 

3. The support vector machine training is performed. 

4. From the model generated with the support vector machine, the validation 
documents are evaluated with the accuracy metric. 

  
(a) (b) 

  
(c) (d) 

Fig. 1. Results of genetic operators. 
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4 Experimentation 

The corpus used in the experimentation is the C10 corpus. An analysis of the different 
operators is required for a genetic algorithm with binary coding since the genetic 
algorithm implemented in the present investigation has an average of 5,000 genes as 
explained in the method each individual is a text classification process, which generates 
a high computational cost. Fig. 1 shows an analysis to determine the best operators for 
the genetic algorithm. 

For the experimentation, the following parameters of the genetic algorithm were 
considered. Genetic operators; selection operator: roulette, deterministic and 
probabilistic tournament, crossover operator: uniform with 80%, the mutation operator 
has a probability of 0.01%. The experimentation to determine the appropriate 
parameters was carried out with a sample of size 10 from Corpus C10. 

a. Analysis with the roulette operator, from 100 to 300 individuals with 
200 generations. 

For the first experiment, the following population sizes were considered; 100, 150, 
200, 250, and 300 individuals (IND). As can be seen in Fig. 1a, the evolution process 
is slower in larger populations than in smaller populations, this is due to the fact that in 
smaller populations the individuals with better aptitude tend to be selected more 
frequently, but it is also observed in Fig. 1a shows that the genetic algorithm with this 
selection operator requires a greater number of generations. 

b. Analysis with the deterministic tournament operator, from 100 to 300 individuals 
with 200 generations. 

 

Fig. 2. Analysis of Balanced and Imbalanced samples. 
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For the second experiment, the following population sizes were considered; 100, 
150, 200, 250, and 300 individuals (IND). As can be seen in Fig. 1b, the process of 
evolution is faster, requires fewer generations, and the greater the number of individuals 
in the population, the better results are obtained, because in larger populations the 
individuals with better aptitude tend 

To be selected more frequently, according to the experimentation carried out, it is 
better to have more individuals than to have more generations with this operator, the 
computational cost is lower when the number of individuals is increased compared to 
the increase in generations. 

c. Analysis with the probabilistic tournament operator, from 100 to 300 individuals 
with 200 generations. For the third experiment, the following population sizes were 
considered; 100, 150, 200, 250, and 300 individuals (IND). As can be seen in Fig. 
1c, the smaller the 

population, the better the evolution. With older populations, evolution is gradual, but 
it requires a greater number of generations and a greater number of individuals, which 
would imply a high computational cost. 

d. Deterministic tournament operator analysis, from 500 to 1000 individuals with 
100  generations. 

Based on the previous experimentation, it was determined that the selection operator 
for the present investigation is a deterministic tournament, it presents a better behavior, 
and it requires a smaller number of generations. 

As shown in Fig. 1d, the more individuals the population has, the better the 
evolution, for this reason, it was determined to use 100 generations with 1000 
individuals in the experiments. 

 

Fig. 3. Proposed method versus the state of the art. 
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e. Selection of features with a genetic algorithm and vector support machine as a 
fitness function in the C10 corpus. 

The results obtained from the present investigation are compared with the results of 
[11] for balanced and imbalanced samples. 

As can be seen in Fig. 2, the best results were obtained in two out of three samples, 
this indicates that the genetic algorithm with a support vector machine as an aptitude 
function is a good method for the selection of features; in the 5 sample the accuracy is 
improved by 14.0%, and in the 10 sample the accuracy is improved by 5.3%. 

However, in the 50 sample, the proposed method is exceeded by 3.48%. As can be 
seen in Fig. 2, better results were obtained in one of the samples, in the 10:20 sample, 
the accuracy is improved by 6.15%. 

However, in samples 2:10 and 5:10, the proposed method is exceeded by 7% and 
1.7% respectively; the method with imbalanced samples requires that the training 
sample be larger in order to improve the performance of the classifier. 

As can be seen in Fig. 3, the proposed method is compared with other methods used 
for authorship attribution, such as the proposal in [33] that performs the construction of 
syntactic graphs, in [29] uses a representation of n-grams of words with Doc2vec, in 
[34] implements the 15 most referenced works about the authorship attribution task to 
replicate the methods and analyze whether the methods are replicable. 

5 Conclusions 

The selection of features does impact the performance of the classifier as shown in Fig. 
2a and 2b. In balanced samples, better results are obtained in two of the three samples, 
improving the accuracy by 5.3% in the 10:10 sample. and 14.0% in the 5:5 sample. 

In the imbalanced samples, better results are obtained in one of the three samples, 
improving the accuracy by 5.65% in the 10:20 sample, when changing the method of 
selection of features, better results are obtained in three of the six established samples. 

The proposed method selects the features by means of a learning method. 
According to the experimentation carried out in the present investigation, the 

following conclusions of the implemented method are determined: 

– A genetic algorithm and support vector machine as a fitness function allows 
selecting a relevant set of features. 

– Table two shows the results obtained with the validation documents where it is 
observed that the method proposed in this research obtains competitive results with 
the state of the art. 

The main contribution of this work is the development of a feature extraction method 
for the authorship attribution task with a genetic algorithm that implements support 
vector machine as an aptitude function, this method can be implemented in different 
language processing tasks natural to reduce dimensionality, improve classification, and 
identify which are the most significant features. 

From the present investigation, an area of opportunity arises with the implementation 
of a micro heuristic that allows reducing the computational cost of the genetic algorithm 
as a method for the selection of features. 
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